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ZigBee is a new wireless technology based on the 802.15.4 standard which is extensively used in wireless communication. It focuses on standardizing and enabling interoperability of various products. It can provide a cost-effective and energy-efficient means for short-range networking. Compared with other wireless communication technologies, it is seen that ZigBee is not only more reliable, but also cheaper and importantly more energy-conservative. ZigBee communication in the field of Home Automation and Networking will be seen. ZigBee is used as a communication medium in home automation and networking. In this study, simulations on Ad hoc On-Demand Distance Vector (AODV) ZigBee routing protocol with different traffic scenarios like CBR, FTP, and Poisson and having different network topologies have been performed. The trace files generated after the simulations are evaluated to calculate parameters like end-to-end packet delay and jitter, which are key parameters in determining QoS. Various types of queue types such as Drop Tail, Stochastic Fair Queue (SFQ), and Random Early Detection (RED) are used to calculate delay and jitter, by taking various traffic scenarios into consideration. The results are then evaluated.
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Chapter 1

Introduction

Wireless technology is fast replacing wired technology in almost all the fields, primarily because it is less costly and also because it is more efficient as compared to wired networks [1]. In a wireless network, there are no cables as in wired network. This is the main difference between them [2, 3]. The main parts of a wireless network are the router and its clients. The router is joined to the internet with the help of a modem. The wireless clients are configured by attaching a wireless card, and thus they can communicate with the router and other devices [4]. Two types of wireless networks exist: Local Area Network (LAN) and Metropolitan Area Network (MAN). A Local Area Network is small in size as compared to a Metropolitan Area Network [5]. In a LAN there are a limited number of computers in the network. A LAN is mostly used in private organizations. In a MAN there are many computers in the network. It is used in places like a large college campus. In general a MAN consists of many LANs [6]. A wireless network has more advantages as compared to its disadvantages. The most prominent advantage is its ability to reach anywhere in the world with minimum cost and time involved [8]. Home Area Network (HAN) deals with the communication between the devices in the home. It can help in energy management by putting the devices to sleep which are no longer required. It tries to minimize the use of devices when there is a peak demand for energy, and tries
to maximize the operation of the devices when energy demand is low [9]. Let us study about ZigBee specification. ZigBee is a new wireless standard which is extensively used in wireless communication. It was developed by the ZigBee Alliance, which is a global network of over 200 foremost original equipment manufacturers i.e. OEMS which help in creating wireless solutions for residence, commercial and industrial applications [11]. It focuses on standardizing and enabling interoperability of various products. The ZigBee specification includes protocols like Ad-hoc On-demand Distance Vector (AODV) and neuRFon which are used in wireless communication between the nodes [12, 13]. Here AODV will be used for conducting simulations. ZigBee protocols are concerned about low power applications which ultimately result in energy conservation. ZigBee is used in low data rate applications which help in cost reduction [14]. It uses three device types: Network Coordinator, Full Function Device, and Reduced Function Device. A network coordinator has more memory and computing power as compared to Full Function device and Reduced Function device [15, 16]. ZigBee supports star, peer-to-peer and cluster tree topologies. The ZigBee protocol architecture consists of many layers like the Physical Layer, Media Access Control (MAC) Layer, Network Layer, Application Support Sublayer (APS), and Application Layer [19, 20]. Now ZigBee security will be taken into consideration. ZigBee is much secured as compared to other technologies, as its security is based on a 128-bit Advanced Encryption Standard (AES) Algorithm which is very difficult to penetrate [21, 22]. ZigBee follows two security modes: Standard Security mode and High Security mode [24]. In most situations High security mode is preferred, as it offers more security as compared to Standard security mode [25, 26]. Network Simulator is based on two languages: C++ and Object Oriented Tool Command language
ZigBee routing simulations using Network Simulator-2 (ns 2) will be seen [30]. It was observed that many protocols like Bluetooth, Wi-Fi and Z-wave support only one topology i.e. all of these protocols can work smoothly only on a particular concerned topology [31, 32]. This was a major drawback; as if the network followed other topology these communication protocols would be useless. There was a need for a wireless communication protocol which would be suitable for multiple topologies [33]. It was seen that ZigBee specification would be suitable for more than topology [35]. Simulations were then carried out to prove this fact using ns-2 with different scenarios. It was seen through simulations that ZigBee could indeed work on multiple topologies [39, 40]. ZigBee is mainly used in low power applications because, the PHY and MAC layers adopt the standard of IEEE802.15.4, which makes the solutions independent of RF IC vendors due to the 2.4GHz standardized radio by IEEE 802.15.4 [44, 45]. Therefore, ZigBee is more cost-effective for designing short-range wireless communication applications [48]. Based on the PHY and MAC layers, the specifications of ZigBee introduce reliable and secure network topologies, including mesh, star and cluster-tree topology [49, 50]. ZigBee networks have the following requirements and features: low power assumption, low cost, low packet throughput, lots of network nodes, low request on quality of service, security control, and high reliability [51, 52]. The second chapter deals with ZigBee specification. In the third chapter relation between ZigBee Communications and Home Networking along with Home Automation is seen. ZigBee is used to provide an efficient wireless communication standard for Home Area Networking (HAN) devices [55]. They can communicate with each other through ZigBee standard. In home automation, ZigBee can help in supervising resources like electricity, gas, and
water which helps in preservation of energy and also helps in reducing the expenses [59, 60]. People can control Heating, Ventilating, and Air Conditioning (HVAC) applications from anywhere in the house [63, 64]. In the fourth chapter, ZigBee routing simulations using Network Simulator-2 (ns-2) are carried out for different topologies having different traffic setups [69, 70]. In the last chapter trace analysis is carried out with the help of traces file (.tr) which are generated by Tcl files [72, 73]. Parameters like end-to-end packet delay i.e. delay and jitter are determined through trace files for different traffic setups like CBR traffic, FTP traffic, and Poisson traffic having queue mechanisms such as; Drop Tail Queue, Stochastic Fair Queue (SFQ), and Random Early Detection (RED) [75]. The results are then evaluated and corresponding comparisons are made.
Chapter 2

ZigBee Standard

ZigBee is an innovative standard developed by the ZigBee Alliance, primarily for Wireless Personal Area Networks (WPANs). The word ZigBee originates from honeybee “zigzag waggle” dance.

2.1 Introduction to ZigBee Specification

ZigBee mainly aims for low data rate applications and helps in energy conservation. The ZigBee protocol stack is built on top of the IEEE 802.15.4, which defines the Media Access Control (MAC) and physical layers for low-rate wireless personal-area network (LR-WPAN). The ZigBee standard offers a stack profile that defines the network, security, and application layers. The ZigBee specification is an open standard that allows manufacturers to build up their own applications that require low power and low cost.

Figure 2-1 throws some light on the overall uses of ZigBee:
2.2 ZigBee Network Characteristics

Several standards exist for wireless networks like, Wi-Fi, Bluetooth, and WiMax. ZigBee faces competition from such standards. The following are some chief attributes of the ZigBee standard:

- Low battery consumption
- Low data rate
- Low cost
- It supports up to 65,000 nodes in a single network
- It uses small packets as compared to Wi-Fi and Bluetooth
- ZigBee can automatically establish its network
Table 2.1 shows a comparison between ZigBee specification with Z-wave and Bluetooth.

Table 2.1: ZigBee, Bluetooth, and Z-wave Characteristics

<table>
<thead>
<tr>
<th>Technology/Properties</th>
<th>Z-wave Application</th>
<th>Bluetooth Wire Replacement</th>
<th>ZigBee IEEE 802.15.4 Control and Monitoring, Sensory Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Application</strong></td>
<td>Residential and commercial applications</td>
<td>Wire replacement</td>
<td>Control and monitoring, sensory applications</td>
</tr>
<tr>
<td><strong>Frequency bands</strong></td>
<td>900MHz, 908MHz</td>
<td>2.4GHz</td>
<td>2.4 GHz, 868 MHz, 915MHz</td>
</tr>
<tr>
<td><strong>Battery life (days)</strong></td>
<td>Multi-year life</td>
<td>1–7</td>
<td>100–2,000</td>
</tr>
<tr>
<td><strong>Security</strong></td>
<td>No security system</td>
<td>Strong security</td>
<td>Security with AES</td>
</tr>
<tr>
<td><strong>Bandwidth</strong></td>
<td>9.6 Kbps</td>
<td>700 Kbps</td>
<td>192 Kbps</td>
</tr>
<tr>
<td><strong>Range (feet)</strong></td>
<td>300</td>
<td>20</td>
<td>900</td>
</tr>
<tr>
<td><strong>Topology</strong></td>
<td>Mesh</td>
<td>Star</td>
<td>Star, tree, cluster tree, and mesh</td>
</tr>
</tbody>
</table>

From the above table it is observed that ZigBee has large battery life as compared to Wi-Fi and Bluetooth. The other main advantage is that it can support multiple topologies, whereas Wi-Fi and Bluetooth support only Tree topology. In addition, a ZigBee end device can be in a sleep mode while keeping its association with the network.
2.3 ZigBee Device Types

ZigBee network primarily uses three device types:

- Network Coordinator
- Full Function Device
- Reduced Function Device

These devices will be discussed as follows:

- **Network Coordinator**: It is the most advanced of the three types and requires maximum memory along with computing power. It has the ability to maintain the overall network knowledge. Each network has exactly one coordinator.

- **Full Function Device**: It can function as a network coordinator if it is supplied with additional memory and computing power. It supports 802.15.4 functions and features which are supported by the standard.

- **Reduced Function Device**: It has limited functionality as compared to network coordinator and full function device. This is primarily done to reduce the cost and complexity. An end device is basically a Reduced Function Device (RFD).

Apart from these device types, a ZigBee network also includes ZigBee trust center (ZTC) which provides security management, security key distribution, and device authentication.

2.4 ZigBee Topologies

ZigBee supports star, peer-to-peer i.e. mesh, tree and cluster tree topologies. They will be discussed in detail as follows:
- **Star Topology:** In the star topology, there are several nodes and a central coordinator. The nodes are in the form of end devices. Here the packet exchange i.e. the communication between the nodes takes place through the coordinator. Whenever a packet is exchanged between two nodes, it has to be routed through the coordinator. The coordinator is the main part of the topology. The main drawback of this topology is the operation of the network depends on the coordinator of the network, and because all packets between devices must go through coordinator, the coordinator may become bottlenecked. The benefit of star topology is that it is uncomplicated and packets go through at most two hops to reach their destination. Figure 2-2 shows Star topology.

![Star Topology Diagram](image)

**C- Coordinator**

**E- End Device**

Figure 2-2: Star topology

- **Mesh Topology:** It is also called as peer-to-peer topology. Here several nodes communicate independently with each other without the intervention of the coordinator. It is self-healing, i.e. if the path is broken during communication between
two nodes, the nodes can find another path for communication and continue the process. Figure 2-3 shows the Mesh i.e. the peer-to-peer topology.

- **Tree Topology:** The network consists of a central node (root tree), which is a coordinator, several routers, and end devices. The end nodes that are connected to the coordinator or the routers are called children. A special case of tree topology is called a cluster tree topology. Tree topology is shown in figure 2-4.

![Tree Topology Diagram](image_url)

E- End Device
R- Router
C- Coordinator

Figure 2-3: Mesh topology
E- End Device

R-Router

C- Coordinator

Figure 2-4: Tree topology

**Cluster tree topology:** It is a special case of tree topology in which a parent along with its children is called a cluster. Each cluster is identified by a different cluster ID. Figure 2-5 shows Cluster tree topology.
2.5 ZigBee Protocol Architecture

The ZigBee protocol architecture is divided into three sections as follows:

- IEEE 802.15.4, which consists of the MAC and physical layers
- ZigBee layers, which consist of the network layer, the ZigBee device object (ZDO), the application sublayer, and security management
- Manufacturer application: Manufacturers of ZigBee devices can use the ZigBee application profile or develop their own application profile

Figure 2-6 shows ZigBee stack architecture.

AO – Application Object

Figure 2-6: ZigBee stack architecture
- Physical Layer performs modulation on outgoing signals and demodulation on incoming signals.

- Medium Access Control (MAC) layer accesses the network by using carrier-sense multiple access with collision avoidance (CSMA/CA), transmits beacon frames for synchronization, and provides reliable transmission.

- The Network Layer starts a new network, manages devices which are leaving or joining the network, and helps in neighbor discovery.

- The application support sublayer (APS) provides the services needed for application objects (endpoints) and the ZigBee Device Object (ZDO) to interface with the network layer for data and management services. It also provides the communication for applications.
  - Application object: An application object is same as the endpoint. It holds an application program and defines the input and output to the APS.
  - ZigBee Device Object (ZDO): A ZigBee Device Object is an application endpoint that performs control and management of application objects.

- Application Layer consists of application objects (endpoints), which hold user applications and ZigBee device objects (ZDOs).
Chapter 3

ZigBee in Home Automation and Networking

ZigBee is a very promising protocol in the upcoming field of Home Automation and Networking. Home Automation and Networking is a component of Smart Grid. Smart Grid means an intelligent power system which deals with the transmission, generation, and distribution of electricity to the consumers. Basically Home Automation and Networking deals with the following terms:

- Home Area Network (HAN)
- Home Automation

ZigBee is involved in these technologies mainly for the low power communication purpose along with other related purposes which will be seen and discussed in depth.

3.1 Home Area Network

ZigBee’s primary role is to power the Home Area Network (HAN) and other related networks for residential and commercial purposes. Its main purpose is energy management and energy optimization. It provides an open wireless standard for the HAN enabling device networks like HVAC in order to maintain load control. In the residential
segment there are devices like thermostats, water meters, gas meters, electricity meters, electric vehicle chargers, smoke detectors, security products and other related devices which are connected to each other and communicate with the outside world with the help of ZigBee. It provides a reliable two-way communication between the Advanced Metering Infrastructure (AMI) network and the HAN. ZigBee helps in providing a platform for future customer owned products which control the utility information along with the meter data. With the use of HAN, consumers can have control over their energy usage and can plan the consumption of electricity accordingly, when there is no peak period and cost of energy is low. It supports three types of communications like, consumer specific signaling, control signaling and public price signaling. It helps in setting up communications to other HAN devices. Figures 3-1 shows the ZigBee enabled Home Area Network (HAN) Architecture.
Figures 3-1: ZigBee enabled Home Area Network (HAN) Architecture
As shown in the figure, the ZigBee enabled HAN consisting of the home automation devices communicate with the utility systems with the help of the respective meters. Home Area Network which will be widely used in the future.

3.2 Home Automation

ZigBee is widely used in Home Automation (HA). The HA systems not only provide interoperability between the various devices which are electrical in nature but also help in providing an interactive interface for the people to control and adjust their operations. ZigBee will monitor the accurate usage of electricity, gas and water and thereby help in energy conservation and optimization of these resources. It will reduce the energy expenses through optimized HVAC management. It means that people can easily control and manage applications like lighting, heating and cooling from anywhere in the home.

ZigBee simulations will be taken into consideration. Here Ad-hoc On-Demand Distance Vector (AODV) ZigBee routing protocol will be used for simulations using different topologies like star topology and peer to peer topology having different traffic scenarios like FTP traffic, CBR traffic and Poisson traffic. The simulations will be discussed in the following chapter.
Chapter 4

ZigBee Routing Simulations using Network Simulator-2 (ns-2)

In this chapter, ZigBee routing simulations with the help of Network Simulator-2.34 i.e. ns-2.34 will be discussed. Now prior to that, Network Simulator will be discussed in brief.

4.1 Introduction of Network Simulator-2 (ns-2)

The ns simulator in general covers a large number of applications, of protocols, of network types, of network elements and of traffic models. NS simulator is based primarily on two languages: an object oriented simulator, written in C++, and an OTcl (an object oriented extension of Tool Command language) interpreter, used to execute user’s command scripts. Here there are two class hierarchies: the compiled C++ hierarchy and the interpreted OTcl one, with one to one correspondence between them. The following figure 4-1 shows the correspondence between a C++ object and a corresponding OTcl object. The C++ hierarchy allows achieving efficiency in the simulation and faster execution times. With the help of the OTcl script a particular network topology can be defined and implemented. The OTcl makes use of the objects compiled in C++ through an OTcl linkage that creates a matching of OTcl object for each of the C++ object. Basically, ns-2 is a discrete event network simulator. It is mostly used in ad-hoc routing protocol research.
From the user’s outlook, NS-2 is an OTcl interpreter that takes an OTcl script as input and produces a trace file as output.
4.2 Ad hoc On-Demand Distance Vector (AODV) ZigBee protocol simulations

In this part, simulations on Ad hoc On-Demand Distance Vector (AODV) routing protocol, which is a ZigBee specification protocol will be performed. It will be performed for two different types of network topologies like star topology and peer-to-peer topology having different traffic scenarios like File Transfer Protocol (FTP) traffic, Constant Bit Rate (CBR) traffic and Poisson traffic. The basis of simulations using different topologies is to prove that ZigBee protocol can work using different topologies. But this is not the case with other communication protocols like Bluetooth and Z-wave which rely only on a single topology and do not support more than one topology. Bluetooth only supports Star topology and Z-wave supports Mesh topology. So consider a situation where nodes are arranged in mesh topology and Bluetooth is to be used. Here Bluetooth cannot be used as it supports only star topology. So in this case, we have to use either ZigBee or Z-wave technology. Consider another situation where nodes are arranged in Star topology and Z-wave communication protocol is to be used for communication between the nodes. Again this will create problem, as Z-wave protocol supports only Mesh topology. So in this case we have to use either Bluetooth or ZigBee. It is seen that ZigBee protocol has a significant advantage over other communication protocols as it is compatible with multiple topologies. Hence it was decided to prove the fact that ZigBee specification is well-suited for different topologies, by performing simulations on AODV routing protocol for star and peer-to-peer topologies. Peer-to-peer topology is based on mesh topology. It is seen that ZigBee works comfortably on both topologies using different traffic scenarios. Simulation screenshots are attached as a proof. The process for the simulations using ns-2 is as follows:
First of all a scenario file (.scn) is created

Then a Tcl (Tool Command Language) file (.Tcl) is written

Then these files are fed to the ns-2 simulator which generates the trace files (.tr) along with the network animator files (.nam) which help in animation of the routing. Screenshots of the deployment result of the .nam file in various scenarios have been attached.

Simulations with star topology will be seen first and afterwards simulations with peer-to-peer topology will be considered.

4.2.1 AODV simulations for star topology having FTP traffic

Simulation of AODV ZigBee protocol for star topology having FTP traffic will be discussed. Here several screenshots of the simulation process have been attached and explained in detail. The following are the screenshots of AODV ZigBee protocol for star topology and having FTP traffic. HAN environment is taken into consideration. In the simulations various components of the HAN like Security and Alarm, Remote Control, Door Control, Environmental Monitoring i.e. Environmental Monit, Meter, Temperature, Motion Detector, Lighting are taken into consideration. All these nodes are managed and controlled by the PAN Coordinator. The following screenshots throw more light on the simulations. Figure 4-3 shows HAN setup having FTP Traffic (star topology).
Figure 4-3: HAN setup having FTP Traffic (star topology)

Figure 4-4 depicts the synchronization of the nodes (shown by green color) with the PAN coordinator, while some nodes are still to be synchronized.
Figure 4-4: Partial synchronization of the nodes with coordinator having FTP Traffic (star topology)

Figure 4-5 depicts communication between node 0 and node 2.
Figure 4-5: Communication between nodes having FTP Traffic (star topology)
Figure 4-6 shows that all nodes are synchronized with the coordinator and communication takes place between node 0 and node 3.

Figure 4-6: Synchronization of the nodes with coordinator having FTP Traffic (star topology)
As seen from the above figures, it is seen that node 0 is the Personal Area Network (PAN) coordinator which coordinates with other nodes. There are in total nine nodes. The AODV ZigBee routing protocol is used. The simulation period is 180 seconds. The X and Y coordinates of topography under consideration is 60 m. The type of traffic is FTP. Consider here all the nodes to be a part of a Home Area Network (HAN). The node 0 acts as a main node as it is a coordinator. Here in order for any node to communicate with each other, it needs first to communicate with the coordinator i.e. node 0, as node 0 then passes this message to the concerned destination node. For example, if node 2 wants to communicate with node 3, then first node 2 has to communicate with node 0 and then node 0 passes the message to node 3. The above HAN configuration is in the form of Star topology. Consider that we have Z-Wave technology available with us for communication between the nodes in the HAN. This technology will not work because Z-Wave only supports mesh topology. Here ZigBee comes into picture as it supports multiple topologies and the simulation proves that ZigBee works successfully on a HAN setup having star topology.

### 4.2.2 AODV simulations for star topology having CBR traffic

ZigBee routing simulations for star topology having CBR traffic will be considered. The following screenshot explains it in detail. The setup of the HAN environment remains the same as shown in Figure 4-3. Figure 4-7 shows the synchronization of the nodes (shown by green color) with the PAN coordinator, while some nodes are still to be synchronized for a HAN having star topology and CBR traffic.
Figure 4-7: Partial synchronization of the nodes with the PAN coordinator having CBR Traffic (star topology)
Figure 4-8 shows communication between node 0 and node 4.

Figure 4-8: Communication between nodes having CBR Traffic (star topology)
Figure 4-9 shows that all nodes are synchronized with the coordinator and communication takes place between node 0 and node 4.

Figure 4-9: Synchronization of the nodes with the PAN coordinator having CBR Traffic (star topology)
In the above figures node 0 is the PAN coordinator. Here in this scenario also, there are nine nodes. Node 0 controls the communication between various nodes as it is the coordinator. Consider a scenario where HAN is having star topology. Consider that we have Wi-Fi technology for communication between the nodes in the above HAN setup. The nodes will not be able to communicate using Wi-Fi because, it supports only tree topology. The communication will come to a halt. Here ZigBee comes into picture, as it supports star topology. ZigBee can be used for communication in HAN having star topology and having CBR traffic.

### 4.2.3 AODV simulations for star topology having Poisson traffic

AODV simulations for star topology having Poisson traffic will be seen with the help of screenshots. The setup of the HAN for star topology having Poisson traffic remains the same as shown in Figure 4-3. The following are some of the screenshots.
Figure 4-10 depicts the synchronization of the nodes (shown by green color) with the PAN coordinator, while some nodes are still to be synchronized.

Figure 4-10: Partial synchronization of the nodes with the PAN coordinator having Poisson Traffic (star topology)
Figure 4-11 shows communication between node 0 and node 2.

Figure 4-11: Communication between nodes having Poisson traffic (star topology)
Figure 4-12 shows that all nodes are synchronized with the coordinator and communication takes place between node 0 and node 4.

Figure 4-12: Synchronization of the nodes with the PAN coordinator having Poisson Traffic (star topology)
The above screenshots portray the ZigBee protocol simulation on star topology having Poisson traffic. Here also Node 0 acts as a coordinator. There are total nine nodes here including the coordinator. Poisson traffic is considered which is based on the Poisson model. Let us assume the nodes are arranged in star topology. Here if we assume that 6LoWPAN i.e. IPv6 over Low Power Wireless Personal Area Networks wireless technology is available for communication in the star topology, then it will not work for this topology as 6LoWPAN supports only mesh topology. We have to use ZigBee protocol as it supports many topologies. ZigBee will be able to support the communication in the above HAN setup.

4.2.4 AODV simulations for peer-to-peer topology having FTP traffic

Here ZigBee AODV simulations will be done for peer-to-peer topology. In peer-to-peer topology there is no coordinator, so the nodes can communicate directly. The first screenshot shows the setup of the HAN environment. Here there are various components of HAN like Security and Alarm, Lighting, Motion Detector, Temperature, Meter, Environmental Monitoring i.e. Environmental Monit, Door control, Remote Control and HVAC.

Figure 4-13 shows HAN setup for simulation having FTP Traffic (peer-to-peer topology).
Figure 4-13: The HAN setup for simulation having FTP Traffic (peer-to-peer topology)
Figure 4-14 shows FTP traffic between two nodes (peer-to-peer topology).
Figure 4-15 shows FTP traffic between two pairs of nodes (peer-to-peer topology)
Figure 4-16 shows FTP traffic between nodes (peer-to-peer topology)

Figure 4-16: FTP traffic between node 7 and node 8 (peer-to-peer topology)

Here as seen from the simulation diagrams there is no coordinator to manage the communication between the nodes. Nodes communicate independently with other nodes.
Let us consider that the nodes are a part of a smart grid and they have Bluetooth technology for communication. Now communication will not occur as Bluetooth supports only star topology. So here we have to use the ZigBee technology as it supports peer-to-peer topology.

4.2.5 AODV simulations for peer-to-peer topology having CBR traffic

In this case the HAN setup for simulation remains the same as in the above case. The following are some of the screenshots. Figure 4-17 shows CBR traffic between nodes (peer-to-peer topology).

![Figure 4-17: CBR traffic between node 1 and node 2 (peer-to-peer topology)]
Figure 4-18 shows CBR traffic between two nodes (peer-to-peer topology).

Figure 4-18: CBR traffic between node 3 and node 4 (peer-to-peer topology)
Figure 4-19 shows CBR traffic between node 5 and node 6 (peer-to-peer topology)
Figure 4-20 shows CBR traffic between two nodes (peer-to-peer topology).

Consider the nine nodes as a part of a HAN. Let us assume that they use Wi-Fi technology to communicate with each other. But here in this case, the nodes will not be
able to communicate with each other as Wi-Fi supports only tree topology, and does not support peer-to-peer topology. So the solution to this problem is to use ZigBee technology as it supports peer-to-peer topology along with other topologies.

4.2.6 AODV simulations for peer-to-peer topology having Poisson traffic

In this case also the setup remains the same as in the previous cases. Figure 4-21 shows Poisson traffic between nodes (peer-to-peer topology).

Figure 4-21: Poisson traffic between node 1 and node 2 (peer-to-peer topology)
Figure 4-22 shows Poisson traffic between node 3 and node 4 (peer-to-peer topology).
Figure 4-23 shows Poisson traffic between two pairs of nodes (peer-to-peer topology).

The above figures depict ZigBee protocol AODV simulation on peer-to-peer topology having Poisson traffic. Here if we consider a scenario where the above HAN has Wibree
technology for communication purpose. This will not work properly because Wibree does not support peer-to-peer topology.

From all the above simulations it is seen that that ZigBee protocol works smoothly on multiple topologies. Out of the two topologies which were taken for consideration, it is seen that peer to peer topology is slightly better than star topology, as in star topology if the coordinator is affected; communication between the nodes comes to a halt. For example if the coordinator stops working due to some internal problems, it will not be able to communicate between the nodes and as a result entire network comes to a standstill. This is not the case in peer to peer topology. In a peer to peer topology, a central coordinator does not exist which controls the entire network. Nodes independently communicate with each other. Here even if the communication between two nodes is affected it will not affect the communication between the other nodes in the network and overall the network runs smoothly.

In the next chapter, analysis of the trace files is taken into consideration for determining parameters like end-to-end packet delay i.e. delay and jitter. In this chapter ZigBee simulations were seen. The simulations were carried out taking different queue types into account like; Drop Tail, Stochastic Fair Queue (SFQ), and Random Early Detection (RED). These queue types will be discussed in the next chapter. The performance of various traffic scenarios like CBR, FTP, and Poisson for getting delay and jitter by taking particular queue type into consideration is evaluated.
Chapter 5

Trace Analysis

The Tcl file helps in the generating the trace file which helps in determining factors like end-to-end packet delay i.e. delay and jitter which are key components in determining the quality of service (QoS). Quality of service is a term which is used to describe the desired service quality. For meeting the standards of the expected quality of service, delay and jitter should be as low as possible. Jitter is defined as deviation in amplitude or width of the pulses in a signal. Jitter can be thought of as shaky pulses. Here delay and jitter are calculated in various scenarios and the observations are discussed.

Case 1:

In the first case, simulations are carried out taking Drop Tail queue type under consideration. Then delay and jitter are calculated for CBR Traffic, FTP Traffic and Poisson Traffic, which are the types of traffic under consideration. The graphical results are obtained and the corresponding results are discussed in detail. Now delay and jitter for CBR traffic will be discussed first. Before that Drop Tail queue type will be seen in brief.
- **Drop Tail Queue**

  Drop Tail or Tail Drop is a simple type of queue which is used by routers to decide when exactly to drop packets. Here each packet is treated identically. With Drop tail, when the queue is filled to its maximum capacity, the newly arriving packets are dropped until the queue has enough space to accept the incoming traffic. The name “Drop Tail” arises from the effect of the principle on the incoming datagrams. Once a queue has been filled all the additional datagrams are discarded, thus dropping the tail of the sequence of datagrams.

  **5.1 End-to-end Packet Delay for CBR Traffic (Drop Tail Queue)**

  ![Delay for CBR Traffic](image)

  **Figure 5-1: Delay for CBR Traffic (Drop Tail Queue)**
Figure 5-1 shows end-to-end Packet delay i.e. delay for CBR traffic where Drop Tail queue type is considered. The simulation time was 180 sec. It is seen from the figure that delay in seconds for around 1 - 2000 packets is 0.15 seconds. Delay varies from 0.15 sec. to 0.21 sec. for the packets having packet ID from around 2000 to 4500. After that for the remaining packets the delay is again approximately 0.15 sec. On the whole, delay for CBR traffic is around 0.15 seconds.

5.2 Jitter in CBR Traffic (Drop Tail Queue)

Figure 5-2: Jitter in CBR Traffic (Drop Tail Queue)
From figure 5-2 it is seen that Jitter is 0 for time from 0-50 seconds. Between around 50 seconds-120 seconds, jitter varies from around -0.02 to 0.021. Between around 120 seconds-180 seconds, jitter is 0. On the whole, jitter in CBR Traffic is 0.

5.3 End-to-end Packet Delay for FTP Traffic (Drop Tail Queue)

Figure 5-3: Delay for FTP Traffic (Drop Tail Queue)
As seen from the figure 5-3, end-to-end packet delay i.e. delay for packets having packet ID from around 1-8000 varies approximately between 0.12 seconds-0.21 seconds. Delay for packets having packet ID from around 8000-18000 varies approximately between 0.12 seconds and 0.2 seconds. Delay for packets having packet ID from around 18000-25000 varies around between 0.12 seconds and 0.15 seconds. On the whole delay for FTP Traffic is around 0.14 seconds.

5.4 Jitter in FTP Traffic (Drop Tail Queue)

![Jitter in FTP Traffic](image)

Figure 5-4: Jitter in FTP Traffic (Drop Tail Queue)
As seen from the figure 5-4, Jitter varies between around 0 and 0.018 in the time interval 0 seconds-60 seconds. Between time interval 60 seconds and 120 seconds the jitter is approximately between -0.01 and 0. Between 120 seconds-180 seconds the value of jitter is around 0. On the whole the value of jitter is around 0 and it is seen from the diagram that the value of jitter exponentially increases as the time increases.

5.5 End-to-end Packet Delay i.e. Delay for Poisson Traffic (Drop Tail Queue)

![Delay for Poisson traffic](image)

Figure 5-5: Delay for Poisson Traffic (Drop Tail Queue)

As seen from the figure 5-5, delay is around 0.154 seconds for packets having Packet ID from around 1 to 60. Then delay varies from around 0.154 seconds to 0.164 seconds for
packets having ID from around 60 to 80. Delay varies from 0.164 seconds to 0.16 seconds for packets having ID from around 80 to 120. Delay is nearly 0 for packets having ID from around 120 to 200. On the whole delay for Poisson traffic is around 0.154 seconds. As seen from the diagram, delay decreases exponentially as the time increases i.e. delay decreases as number of packets go on increasing.

5.6 Jitter in Poisson Traffic (Drop Tail Queue)

Figure 5-6: Jitter in Poisson Traffic (Drop Tail Queue)
As seen from the figure 5-6, jitter is 0 from time around 0 sec. to 50 sec. After that it varies a lot from around 50 sec. to 110 sec. In that period jitter varies from around -0.01 to 0.008. In the remaining time period jitter is usually 0. On the whole jitter in Poisson Traffic is 0.

**Case 2:**

In the first case, Drop Tail queue was used in carrying out the simulations. In the second case, the queue type is changed to Stochastic Fair Queue i.e. SFQ. In a similar way delay and jitter are calculated for CBR Traffic, FTP Traffic and Poisson Traffic by taking SFQ under consideration. The graphical results are obtained and the corresponding results are discussed in detail. Delay and jitter for CBR traffic will be discussed first. Before that SFQ queue type will be seen in brief.

- **Stochastic Fair Queue (SFQ)**

Stochastic Fair Queuing (SFQ) is a variation to the Fair Queuing scheme that tries to overrule its limitations. With SFQ, a hash table is used to map packets to corresponding queues. All flows that occur to hash to the same queue are handled in the same way, as if they belong to the same flow. This reduces the number of queues. The main drawback of this method is that flows that collide with other flows are treated unfairly. Hence the fairness guarantees are probabilistic in nature. Hence it is named as Stochastic Fair Queuing. If the size of the hash index is larger than the number of active flows, the probability of unfairness is small.
5.7 End-to-end Packet Delay i.e. Delay for CBR Traffic (SFQ)

As seen from the figure 5-7, delay is around 0.16 sec. for packets having ID around 1-1000. Delay varies from 0.18 to 0.16 seconds for packets having ID around 1000-3500. Delay is around 0.16 sec. for remaining of the packets. On the
whole, delay is around 0.16 seconds. As seen from the figure, delay seems to be decreasing as time increases and more packets start flowing.

5.8 Jitter in CBR Traffic (SFQ)

Figure 5-8: Jitter in CBR Traffic (SFQ)
As seen from the figure 5-8, it is seen that Jitter is around 0 for around 0 sec.-30 sec. After that there is a wide variation in Jitter. Jitter varies around -0.015 to 0.015 for around 30 sec.-40 sec. Jitter varies around -0.005 to 0.005 for around 40 seconds to 100 seconds. After that for the remaining time, Jitter is around 0. On the whole, Jitter is around 0.

5.9 End-to-end Packet Delay i.e. Delay for FTP Traffic (SFQ)

Figure 5-9: Delay for FTP Traffic (SFQ)
As seen from the figure 5-9, delay varies from around 0.11 sec. to 0.21 sec. for the packets having ID from around 1-4000. It then varies from around 0.11 sec. to 0.2 sec. for packets having ID from around 4000 to 9000. After that for the remaining packets delay varies from 0.11 sec. to 0.15 sec. On the whole, delay is around 0.14 seconds.

5.10 Jitter in FTP Traffic (SFQ)
As seen from the figure 5-10, in the beginning jitter varies from around 0 to 0.04. For around 5 sec.-30 sec., jitter varies from around 0 to 0.02. Jitter is around -0.005 to 0.008 for time around 30 sec. to 60 sec. After that, Jitter varies around mainly 0 to 0.005 for the remaining time. On the whole Jitter is around 0.002.

5.11 End-to-end Packet Delay i.e. Delay for Poisson Traffic (SFQ)

![Figure 5-11: Delay for Poisson Traffic (SFQ)]
As seen from the figure 5-11, there is a large variation in delay. For packets having ID from around 1-40, delay is around 0.154 sec. There is a very large deviation in delay for the packets having ID from around 40 to 100. Delay varies from around 0.156 sec. to 0.166 sec. for packets having ID from around 40 to 100. For the remaining packets, delay is around 0.154 sec. On the whole, delay is around 0.155 sec. As seen from the figure, delay decreases exponentially as time increases and more packets start flowing in.

5.12 Jitter in Poisson Traffic (SFQ)

![Jitter in Poisson Traffic](image)

Figure 5-12: Jitter in Poisson Traffic (SFQ)
As seen from the figure 5-12, Jitter is nearly 0 from time around 0 sec. to 30 sec. Then after that, there is a lot of deviation in jitter and it fluctuates a lot. It varies from -0.01 to 0.02 for some time. Then for a brief period from around 45 sec. to 100 sec. the jitter varies around -0.01 to 0.01. Then for the remaining time jitter is nearly 0. On the whole, jitter is 0.

Case 3:
In the third case, the queue type is changed to Random Early Detection i.e. RED. Delay and jitter are calculated for CBR Traffic, FTP Traffic and Poisson Traffic by taking RED under consideration. The graphical results are obtained and the corresponding results are discussed in detail. Delay and jitter for CBR traffic will be discussed first. Before that RED queue type will be seen in brief.

- Random Early Detection (RED)
It is also known as random early discard or random early drop. It is an active queue management algorithm. It is similar to a congestion avoidance algorithm. It monitors the queue size and drops packets based on statistical probabilities. It accepts the incoming packets, if the buffer is empty. If a queue starts growing, then it starts to drop incoming packets.
5.13 End-to-end Packet Delay i.e. Delay for CBR Traffic (RED)

As seen from the figure 5-13, delay is around 0.15 seconds in the beginning. For the packets with ID from around 2000-4000, delay varies from 0.2 sec. to 0.16 sec. For the remaining time, delay is around 0.15 seconds. Overall, the delay is around 0.15 seconds.
5.14 Jitter in CBR Traffic (RED)

From the figure 5-14, it is seen that jitter is 0 for 0 sec. to 50 sec. After that there is deviation in the jitter. It varies from around -0.02 to 0.02 for around 50 sec. to 55 sec. After this till 100 sec. jitter varies from -0.005 to 0.005. For the remaining time jitter is 0. On the whole jitter is 0.
From the figure 5-15, it is seen that delay varies from around 0.11 sec. to 0.15 sec. for majority of the time apart from some time in beginning where delay is around 0.2 sec. On the whole delay is around 0.145 sec.
It is seen from the figure 5-16 that Jitter is high in the beginning. It is in the range of 0.04. After that till around 40 sec. jitter varies from around 0 to 0.02. From around 50 sec. to 100 sec. jitter varies from around -0.01 to 0.01. For the remaining time it is around 0. On the whole jitter is around 0.
5.17 End-to-end Packet Delay i.e. Delay for Poisson Traffic (RED)

From the figure 5-17, it is seen that delay is around 0.154 sec. for the first 60 packets. After that there is a wide deviation in the delay. It varies from around 0.155 sec. to 0.16 sec. for the packets having ID from around 60 to 100. After that the delay is again 0.154 sec. for the remaining time. On the whole delay is around 0.154 sec. It is also seen that delay decreases exponentially as the time increases and more packets start coming in.
5.18 Jitter in Poisson Traffic (RED)

From the above figure 5-18 it is seen that jitter is 0 from 0 sec. to 60 sec. After that there is deviation in jitter on a large scale. It varies from -0.006 to 0.006 between 60 sec. and 100 sec. After that, for the remaining time the jitter is 0. Overall the jitter is 0.
The following tables summarize the results:

- **For Drop Tail Queue**

Table 5.1: End-to-end Packet Delay and Jitter (Drop Tail Queue)

<table>
<thead>
<tr>
<th>Traffic Type</th>
<th>End-to-end Packet Delay i.e. Delay (sec)</th>
<th>Jitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBR Traffic</td>
<td>0.15</td>
<td>0</td>
</tr>
<tr>
<td>FTP Traffic</td>
<td>0.14</td>
<td>0</td>
</tr>
<tr>
<td>Poisson Traffic</td>
<td>0.154</td>
<td>0</td>
</tr>
</tbody>
</table>

- **For Stochastic Fair Queue (SFQ)**

Table 5.2: End-to-end Packet Delay and Jitter (SFQ)

<table>
<thead>
<tr>
<th>Traffic Type</th>
<th>End-to-end Packet Delay i.e. Delay (sec)</th>
<th>Jitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBR Traffic</td>
<td>0.16</td>
<td>0</td>
</tr>
<tr>
<td>FTP Traffic</td>
<td>0.14</td>
<td>0.002</td>
</tr>
<tr>
<td>Poisson Traffic</td>
<td>0.155</td>
<td>0</td>
</tr>
</tbody>
</table>

- **For Random Early Detection (RED)**

Table 5.3: End-to-end Packet Delay and Jitter (RED)

<table>
<thead>
<tr>
<th>Traffic Type</th>
<th>End-to-end Packet Delay i.e. Delay (sec)</th>
<th>Jitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBR Traffic</td>
<td>0.15</td>
<td>0</td>
</tr>
<tr>
<td>FTP Traffic</td>
<td>0.145</td>
<td>0</td>
</tr>
<tr>
<td>Poisson Traffic</td>
<td>0.154</td>
<td>0</td>
</tr>
</tbody>
</table>

From the above tables for various queue types it is seen that there is some jitter in FTP Traffic when SFQ is considered. Apart from this, jitter is 0 when remaining queues are considered. Maximum delay of 0.16 sec. is observed for CBR traffic when SFQ is considered.
Chapter 6

Conclusion and Future Work

➢ Conclusion

- From the simulations it is seen that ZigBee protocol works efficiently on more than one topology, which is not the case with most other protocols like Bluetooth, Wi-Fi and Z-wave. This is its main advantage over other protocols, as it can support many topologies without any difficulty. So ZigBee can be used in Home Automation and Networking irrespective of the network topology.

- Following are some of the prospects of ZigBee communication in smart grid enabled homes:

  ➢ Energy conservation
    - Energy cost can be controlled by automated systems to conserve energy.

  ➢ Control
    - Automated control of the household appliances
    - Devices can be controlled from anywhere in the house

  ➢ Safety
    - Different types of devices can be linked into a single system which enhances the security
• Wi-Fi is a key wireless networking technology for the home environment along with ZigBee. Collaboration of ZigBee and Wi-Fi for Home Area Networking and Automation applications can help in increasing the efficiency of the operations by implementing energy saving schemes, as primarily both these protocols aim in energy conservation. Combination of these technologies will ultimately benefit the customers, as it will help in energy management which will result in cost reduction.

• When various queue types are taken into consideration while calculating jitter for various types of traffic scenarios like CBR, FTP, and Poisson, it is seen that there exists jitter of 0.002 in FTP traffic when SFQ queue type is considered.

• Delay of 0.16 sec. is observed for CBR traffic when SFQ is considered. This is the maximum delay recorded in the observations.

• Drop Tail queue and Random early Detection (RED) should be given preference over SFQ queue type, as SFQ in general exhibits jitter as well as large delay which decreases the QoS.

• Delay and jitter for Drop Tail and RED are nearly the same.

• FTP traffic exhibits the jitter, while CBR and Poisson traffic do not have jitter.
Future Work

- In ZigBee emphasis is given on reliability and security. In achieving these features speed is compromised. Methods should be derived to increase the speed, so that overall efficiency of ZigBee related applications is improved.
- In ZigBee mesh networks, router nodes must be powered on at all times which can limit the lifetime of battery-powered ZigBee networks. Power saving mechanisms need to be implemented to increase the lifetime of the nodes.
- Out of the three queue types, it is seen that when Stochastic Fair Queue (SFQ) is used there is jitter and large delay as compared to Drop Tail queue and Random Early Detection (RED) queue. Reasons should be found out for this issue which can help in reducing jitter and delay for SFQ.
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